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1. はじめに 

これからの世の中では身の回りにロボットが存在す

るのが当たり前になり、ロボットと人がコミュニケーショ

ンをとる機会が増えると考えられる。本研究ではマグ

ボット[1]をベースに音声認識機能を加え、人とのコミ

ュニケーションをより自然に行うことを目的とする。 

2. 音声認識を搭載したマグボット 

2.1. マグボットについて 

マグボット(図 1)はオープンソ

ースのロボ ッ ト で Arduino と

Raspberry Pi(図 2) を組み合わ

せて作られている。Raspberry Pi 

の中には Web サーバーを設置

しており、PC・スマートフォン・タ

ブレットから Web ブラウザ経由で

アクセスし遠隔操作が可能である（図 3）。 

2.2. ハードウェア 

2.2.1. ボット本体 

Arduino はハード制御を、Raspberry Pi はネットコミュ

ニケーションと合成音声・音声認識・雑談会話を担当す

る。また電力は Raspberry Pi から USB ケーブルで

Arduino に供給し、同時にシリアル通信を行う(図 4)。 

2.2.2. アンプ付スピーカ 

小型のアンプ付スピーカを製作し、これを使用する

ことで内部の省スペース化を可能にした。スピーカの

仕様を表 1 に、スピーカを図 5 にそれぞれ示す。 

 

図 4: マグボットのハードウェア[1] 

 

2.3. ソフトウェア 

2.3.1. HTTP サーバー 

HTTP サーバーは Nginx(エンジンエックス)を使用

する。Nginx は少ないメモリで高速に動く軽量サーバ

ーである。図 6 に示すように PC、スマートフォン、タブ

レット等の Web ブラウザから有線/無線 LAN 経由で

Raspberry Pi内のHTTPサーバー にアクセスし、マグ

ボットの操作イン

タフェースである

HTML ファイルを

開くことができる。 

図 6: HTTP サーバーの使用用途[1] 

2.3.2. WebSocket サーバー 

WebSocket サーバーはブラウザとサーバーの間で

双方向通信、非同期通信を実行するためのプロトコ

ルを使用したサーバーである。マグボットでは図 7のよ

うに操作インタフェースから WebSocketサーバーを経

由して Arduino に接続した LED や、サーボを制御す

るために用いる。

図 5: アンプ付スピーカ 

図 1: 本研究
で開発中のマ
グボット 

図 2: Raspberry Pi
と Arduino 

 

図 3: 通信システム
図 



 

図 7: WebSocket サーバーの使用用途[1] 

2.3.3. 日本語音声合成ソフトウェア Open JTalk 

Open JTalk とは名古屋工業大学の徳田・李・南角

研究室が開発している文字列を音声(Wav など)に変

換するオープンソースの日本語テキスト音声合成シス

テムである。マグボットでは図 8のように操作インタフェ

ースから文字列を入力してOpen JTalkによりそのWav

データを取得し、aplay によりスピーカから出力する。 

 

図 8: Open JTalk の使用用途[1] 

2.3.4. JavaScript ライブラリ jQuery 

jQueryは Web ブラウザ用の JavaScript コードをより

容易に記述できるようにするために設計された軽量な

JavaScript ライブラリである。そのため少ない記述でコ

ード書くことができる。 

2.3.5. Julius 音声認識 

Julius は音声認識システムの開発・研究のための

オープンソース大語彙連続音声認識エンジンである。

単語辞書のモジュールを組み替えることで、ソーシャ

ルロボットに特化した音声認識語彙システムを構築で

きる。本稿では、音声の収録に USB マイクを使用し、

Raspberry Pi 上に Julius 音声認識ソフトウェア(Julius

本体、ディクテーションキット、グラマーキット)を実装した[2]。 

また、認識したい言葉として「笑って・悲しい・びっく

り・ウィンク・ハイテンション・どこから来たの・終わり」を

単語辞書に登録し、ディクテーションファイル(口述筆

記)を生成した後、Julius ディクテーション実行キットを

使用して Julius 音声認識を実行した。Python スクリプ

ト上で、モジュールモードの Juliusサーバーをバックグ

ラウンドで動作させ、socket モジュールを用いて Julius

からの認識結果を取得できるようにした。Juliusサーバ

ーの受信データから RECOGOUT キーを XML として

随時パースし、単語辞書中の言葉を判別して、各々

の言葉に対する動作(サーボ動作、LED 制御、音声

合成)を行っている。 

2.3.6. Google Speech API 

前項で述べた Juliusはオフラインでの動作であるが、

インターネットクラウドサービスを利用するオンライン音

声認識では一般に認識精度の向上が見込める。ここ

ではGoogle Speech APIのオンライン音声認識を使用

する[3]。API を利用するには Web 上から Google API

キーを取得し、requests ライブラリの post()メソッドを使

用して、認識用 URL と Wav 形式の音声データ、サン

プ リ ン グ レー ト な どを指定する 。認識結果は

JSON(JavaScript Object Notation)形式で返ってくるの

で、音声認識の結果候補の中から最初の transcript

の要素(信頼性が最も高い結果)を本研究での認識結

果として採用した。 

2.3.7. docomo 雑談会話 API 

ロボットと人間との自然な会話を実現する一つの方

法として、ここではオンラインの docomo 雑談会話 API

を利用する [4]。API を利用するには Web 上から

docomo APIキーを取得し、requestsライブラリの post()

メソッドを使用して、雑談会話用 URL とこちらから話し

かける言葉などを JSON 形式のペイロードとして指定

する。ペイロードにはニックネーム、性別、年齢、出身

地など話者の情報を指定できる。会話が成功すると

JSON 形式のオブジェクトが返ってくるので、その utt

の要素を取り出すことで docomo からの雑談会話の返

事を受け取ることができる。 

3. システムの動作例 

 システムの動作例として、マグボットの「笑う」の動作

について説明する。まず、Raspberry Pi 内の HTTP サ

ーバーにアクセスし、HTML ファイルを Web ブラウザ

に表示する。次に操作インタフェースの「笑う」ボタン

をクリックすることにより、WebSocket 通信を利用して

Raspberry Pi に“@L”の文字列を送る。“@”から始ま

る文字列は Arduino の制御（動作させるコマンド）とし

て認識させているので、そのままシリアル通信を利用

して Arduino に送り、対応するボットの顔に相当する

LED と上下のサーボモーターを動作させることで「笑

う」の動きを実現する（図 9）。 

4. 今後の予定 

今後の予定としては、人感センサー、カメラモジュ

ール、自走機構などの新たな機能を組み込み、引き

続き改良していきたいと考えている。 
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図 9: システムの動作例 

 


