
敵対的⽣成ネットワークに基づく⽊材⽋陥検出アルゴリズムに関する研究 
 

A Study on Wood Defect Detection Algorithm Based on Generative Adversarial Network 
 

カ ウンキョク 1)  
指導教員  ⻲⽥弘之 2)  

 

1) 東京⼯科⼤学⼤学院 バイオ・情報メディア研究科 コンピュターサイエンス専攻思考と⾔
語研究室 

2) 東京⼯科⼤学 コンピュターサイエンス学部  
 

キーワード：敵対的⽣成ネットワーク ⽊材⽋陥検出 
 
１． はじめに 

１.１ 背景 
⽊材は、家具や建築など多くの産業の基礎原料

として重要な役割を担っている。⽊材の⽋陥はそ
の商品価値に重⼤な影響を及ぶ。 ⽊材は成⻑する
過程で、節や⾍害、割れなどのさまざまな⽋陥が⽣
じることが多く、家具製造に必要な⽊材の品質等
級を満たすために優先的に加⼯する場合、さらに
識別して切断処理する必要があり、企業による原
⽊の活⽤を著しく低下させる。 

機械学習の台頭により、⽊材の⽋陥検出には⼈
⼿で抽出した特徴量を⽤いた機械学習法が多く⽤
いられているが、⼈⼿で抽出した特徴量の良し悪
しに⼤きく依存し、再利⽤性に乏しいという問題
がある。ディープラーニング技術は、画像の特徴を
⾃動的に抽出することができ、特に画像処理に優
れているため、⽊材の⽋陥検出に新たなソリュー
ションを提供する。 

しかし，⽊材⽋陥検出における畳み込みニュー
ラルネットワークには，⽊材⽋陥データの集中，⽋
陥の種類のアンバランス，データ量の少なさなど
の問題が残っており，検出アルゴリズムは検出効
率が低く，精度も低いという問題がある。  

１.2 ⽬的 
本論⽂では、⽋陥検出のためのエンコーダコン

ポーネントを持つ GAN を提案する。 メインのネ

ットワークは DCGAN で、これに必要に応じてエ
ンコーダを追加し、さらに学習⽤の損失関数を設
計している。 本⼿法では、学習に正のサンプルし
か必要としないため、⽋陥セットの収集とラベル
付けが困難という問題がある程度解決される。 
 
２．関連研究 

GAN（Generative Adversarial Networks）は、
2014 年に Ian Goodfellow ら[1]によって提案され
た⽣成モデルである。 しかし、GAN は学習中に学
習が不安定になったり、パターンが崩れたりする
ことがある。 
前述の通り、GAN は学習が不安定であるため、

この問題を軽減するために Radford らは DCGAN
モデルを提案した[2]。 DCGAN は、オリジナルの
GAN と⽐較して、いくつかの改良がな 

されている。 
Thomas ら[3]は、GAN を介して異常検知タスク

を達成するモデルである AnoGAN アルゴリズム
を提案した。 
 
３．研究内容  

本研究では、深層畳み込み⽣成敵対ネットワー
ク（DCGAN）にエンコーダを追加し、モデルによ
るデータ分布の把握と⾼速な画像再構成を可能に
することになる。具体的な学習モデルの枠組みを



図 1に⽰す。 
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図 1 の学習モデルは、エンコーダ、⽣成器、識

別器の 3 つの主要なコンポーネントから構成され
ていることがわかる。 学習⽤ GAN は、パターン
崩れや⽣成される画像が 1 種類になりやすいとい
う問題があるため。そのため、エンコーダーは元画
像の潜在的な情報をある程度含んで画像を符号化
するため、ノイズを⼊⼒とするよりも、これらのベ
クトルを⼊⼒とする⽅が GAN の学習が容易にな
る。 ジェネレーターの役割は、エンコーダーの出
⼒を⼊⼒とし、要求を満たす画像を⽣成すること
である。 識別器の役割は、⽣成された画像か実画
像かを判断することである。 

学習段階では、DCGAN の⽣成器、識別器、エン
コーダはすべて学習に関与する。 学習段階では、
⽋陥なし画像だけが⼊⼒され、モデル全体は⽋陥
なし画像の分布を学習するため、⽋陥なし画像に
対して良い再構成能⼒を持つことができる。 

検出段階では、識別器は関与せず、⽣成器とエン
コーダのみが関与する。⼊⼒が⽋陥サンプルであ
る場合、エンコーダと⽣成器はそれをうまく再構
成できない。⽋陥サンプルは以前にモデルによっ
て学習されていないため、完全に再構成すること
ができないからである。 
 
４．評価⽅法 

本研究では、実験結果を正確度、精度、再現率の
3つの指標で評価する。 

本研究の実現可能性を⽰すために、上記の 3 つ
の評価指標を⽤いて、本研究の⼿法と AnoGAN の
⽐較実験を計画している。 

5．おわりに 
 本研究では，教師なし⽊材⽋陥検出モデルを形
成 す る た め に ，実⽊ 材 デ ー タ セ ッ ト に 基づく
DCGAN にエンコーダコンポーネントを導⼊する。 
新しいモデルを適応させるために、オリジナルの
DCGAN 敵対的損失⽬的関数を改良し、⽣成器が⽣
成するデータがより現実的で明確になるようにす
るとともに、モデルの学習速度と安定性を速める
予定である。 このため，⽊材⽋陥データセットに
おける⽋陥の種類の偏りやデータサイズの⼩ささ
といった問題をある程度解決することができる。 
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