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Image Super—Resolution Based on Layer—and Channel-Attention Convolutional Neural
Network
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1 EEHIZ

TR, T4 =77 == 7 ORBBRFRITAEN,
R OB BT 2 PSR A REEEA I HEE LT
L. UL, BEOT LAY XATIE, LAY —4
o= B G a2 AR T 20N 2. £
DGR, MR S o SR G o B IXEH
Et+oboTiERy. ZoMEERRT D720
IZ, AHBFZETIE, CADN (Channel attention Dense
Network) & FEIZH 28 L WVEBHEG FIEERET
% . CADN [ARARAG B 5 7> & i A B i ~ oD —
YRY =z NOEET B T2 TE DRI
FH=a—F )Ry hT—27 v NU—2 CADN I,
RDB (Residual Dense Block) & ECAB (Efficient
Channel Attention Block) #H#lAGLELL A ¥
—HMDT T rvartFx o RNVEFROT T
a2 F-5< CADB (channel attention Dense
Block) (ZHERK STz, EEROKERIZ X % & CADN I
5507 —4%y NCTHERFOFIEE EAS.

2 BEHR
21 FYoRILEROT T3> (Channel
attention)

F X XA FEDOT Ty a NLEBOETF ¥
VANVDOERME AR E 2T, EINICETFT v R
NWICEREMNTD. ZHICE D, BRAR=2—F
NF oy MU= OMREE M EEEDHZ LN TED
[1].

22 LAY—AERDTT>a(ayer attention)

Fy NI =TT NVADOEKEHRIALEOH %
W < R HFIA LKiiT 5 2 & T D868
BARwmLTENE [ LAY —Fmo7TTrvay]
PN

2.3 RDB

RDB IZHEDIKET vy 7 2B IZHAE LT
(dense connection) & J& M6 D H ) & &t D& A
ABJEIZIEST Z LT, FErbol i EmEICH
HEHCTE DL LV A Y —F o7 T
g VKDL EY 22— THAH[1].
2.4 ECAB

ECAB IZEE D F ¥ R/ & TR Sz k
DF ¥ XNVOMOREEMEZEL T, Fv R /LEHR
EHMISHICRETHZETCF Yy RAVT Ty a v
ERHRMICEE T IRENDODEY 2 -1 TH D
[2].

3 BEFE
ARFZETIE, ECAB & RDB ZflAa&bETF v
FIVFEDOT T arsiZibcil, LA v—J
MOTTrya rbRMICHAT 2 &R TE
58D L7 CADB ZApk L7z, £ FRBhE
RDB 7% dense connection(X] DIZL >~ TEY = —
VN DB TR IA T JE O IR ORI & 50k T &,
Ixl BHASIZ LD RTHIR AT I PHTHD.
—J7, ECABIE/RT A —2 R/b7eni=e, WItHIT
Z L7, - T, RDB O X 9 IT# D ECAB %
densely connect A %, BAWVO RS &M
BAITENTE, L L TBMGBREMERIC S F
SHIETEDZOTIERNWNEBZ TN D, FiH)
IZ1%, CADB E ¥ 2 — L CIHWITRNEHIAHL = 2
— 7 /%y U —27 CADN ZH%E L 7=. CADB & CADN



OREEIZX 1, K2R

Dense connection

ECAB & ECAB & ECAB

CADB;_,

Skip connection

& 1:CADB

Skip connection

2:CADN

4 EB

CORBETFIEOFNEE R T D720, 4 (GO
RS FEAE R R & 1T o 7.

CADN %8 X 91 images ¥ —& & v [12] THT
VY, BRFEIL seth OF—H kv N TiTo72. Xy
NI — 7 BTN BEHRIARETHERI N TS Z
EEEEL, FEHEY FDLEIZ 64 KOHEE
L, ~NA X=X F XA —% le-3 @ adam
optimizer W Tk L7z, FHICiT 30 =&
D 4 R

TANTHEDLNNDT — % E v I Setld,
Generall00, BSD300, DIV2K, Mangal09 T . #5H
X PSNR & SSIM CaEffi L, F 1IZR7.

Dataset  Sca SRCNN EDSR FSRCNN My
le
Set14 4x 23.38/0.5 25.57/0.6 27.30/0.7 27.96/0.7
0682 4105 5776 5516
Mangal  4x 22.44/0.4 25.60/0.6 27.99/0.8 28.93/0.8
09 5449 9699 5117 8423
BSD300  4x 24.10/0.5 25.94/0.6 27.76/0.7 27.96/0.7
2185 2898 4643 5516
DIV2K 4x 24.71/0.5 27.19/0.6 29.33/0.8 29.64/0.8
1914 8280 0714 1922
General  4x 24.21/0.5 27.39/0.7 30.25/0.8 30.38/0.8
100 2103 0817 4256 4746

& 1:seth, set14, Mangal09, DIV 2K, General100 T
DR, RARZXMTH—T VR, A=Y
T7HBR—x%x2, x4 TH PSNR/SSIM D FH{E.

5 f&m
AMWFFETIZCADB EFEIEND LA ¥ —FH DT 7
vvarveEFx o RXNFROT Ty a RN
TR LWEBBICET 52— L ERE LT

CADB,

TOFY 2 — T WVWRFA—EZT LA T —D
B EANCHH LN, BRARLF v RLD
B 2 WARD T, F % 2 RV E A % i S T
ELTEORRNZT v RV FRMOT T3
VESREISEDHIENTEDS. &5, WGBMRG
WLEROD 7= 6D DEETRIE R >~ b T — 7 7 /L CADN % 14§
L7z, EBRFERICI Y, CADN | FSRCNN <° EDSR
EVSEBFOFIELY bENT-EEEEZRET D
T ERRINTE.

Ground Truth
PSNR/SSIM

SRCNN EDSR
24.80/0.50679

BILINEAR
27.38/0.81020

FSRCNN
31.12/0.86387

X 3:RERFERDER

Ours
31.85/0.87443
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